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Summary

High-performancalistributed computingrelies on high-speecdhetwork connectvity, which is in turn dependentn
the availability of high-bandwidthphysicallinks andcomputerdastenoughto procesghe datapaclets.In recentyears,
the speedof CPUsand networks hasincreasecdonsistentlyso that now, on scientificresearcietworks, the theoretical
maximumbandwidthavailableto applicationds over onegigabit persecondThis dramaticincreasen network speechas
not beenrealized becausemost applications’ network utilization (fraction of the available bandwidth used by the
application)is quite poor. This discrepang betweenthe experiencedbandwidthand the physical bandwidthhasbeen
referredto asthe "Wizard Gap". Althoughtherearesoftwarefactorslimiting the bandwidthof connectionspotably TCP
settingssuchasbuffer and congestionwvindows, one hasto alsotake into accountthe currentrouting configurationand
currentbandwidthloadson sharednetwork segments.The problemis thattherearefew tools that canprovide accurate
information about all theseaviables for high-speed netvks, thus le@ng one wondering where the bottleneck is.

To fully achieve the maximumbandwidthon anetwork is notaneasytask.Troubleshootinghe network elementsand
diagnosinghe myriad of reasondor underutilized bandwidthcanbe a dauntingtask.Network troubleshootingequires
not only networking expertise,but alsoa setof very specializedsoftwaretools. Network wizardsareawarethat network
elementscan causeperformanceproblem,but they needtools to help themidentify problematicnetwork elementsFor
example,if onecould accessvery routerin a network pathandexamineall the configurationinformationandstatistics
for eachport (interface), then maybe one would be able to determinethe statusof a network path and all possible
problems.Unfortunately accessingvery routeron an arbitrarypaththroughthe Internetis a nearlyimpossibletask,and
readingeachof thedifferentrouters’statisticsrequiresextensve knowledgeof awide variety of routers. Anotherpossible
solutionis to usethe SimpleNetwork ManagemenProtocol(SNMP), a network managemenechanisnior monitoring
andanalyzingthe statusof network elementslsing SNMP, onecanobtaindetailednetwork statisticswithout having to
logon to ary network elements,such as routers,but SNMP requires"administrator" privileges, which most service
providersmanaginghe differentroutersalonga pathdo not allow. In addition, SNMP programminghasa steeplearning
curve, andtherearenot mary expertsin usingit. In orderto make network analysisandtroubleshootingasiertoolsthat
canbe operatedy averageusersandrun at the userlevel without specialprivilegesareneededUsing suchtools, users
canquickly identify problematimetwork elementanddeterminghebestwayto utilize theavailablenetwork bandwidth.

Anothertaskis to clarify whatnetwork characteristicarerequiredby differentusers Recentlytherehasbeenaflurry
of actiity to develop network measurementbols. However, mostof thesetools either do not provide accurateresults,
especiallyon high-speedetworks, or they only measureghroughputnot available bandwidth.Userswantto know both
availablebandwidthandachievablethroughputHowever, is bandwidththe only thing useful?What areotherfactorsare
useful? This is a critical issueto improving network performance A key conceptis missing during this flurry of
development— feasibility andthe factorsthat limits the achievement.Fortunately peoplestartto pay attentionon this
issue nwv, and thg ask to hae this issue related papers to be accepted by a number of technical conferences.

The goal of this projectis to build a comprehensk tool that measures numberof usefulcharacteristicancluding
available bandwidth,achievable throughput maximumburst size, systemcapability bottleneck,andsoon. To do it, we
createa network modelanddevelop new algorithmsbasedon this modelto measurevailablebandwidthaccuratelyin a
non-intrusve way. The algorithmsarenot only suitablefor measuringhetwork bandwidth,but alsomay be usedto help
designa new network transmissiorprotocol that can avoid paclet loss and utilize the available bandwidthin orderto
maximize the netark applications throughput on high-speed rmeks.
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Project Goals and Objectives

Bandwidth is an important network characteristic, but there are often factors that can adversely affect network
performance that are not network characteristics, but characteristics of the end hosts, such as memory bandwidth, 1/0
(input/output) bandwidth, the operating systems and applications (software). However, current research and development
is focused only on the bandwidth measurement, and overlooks other possible factors. Because network bandwidth has
doubled every year, network bandwidth is no longer the bottleneck that hinders the network applications’ performance,
especialy over the high bandwidth delay product paths. A key issue to maximize the network performanceisto have a set
of information that can be used to develop new network transmission protocol to innovate or to replace the transmission
control protocol (TCP), and help application developers understand what could be the bottleneck in end host systems that
affect throughput, so the designer will make their software avoid the bottleneck in order to increase throughput.

Based on users experience on current network measurement tools, providing results only on network bandwidth is not
enough information for users and applications to improve their throughput. This is because the available bandwidth and
achievable throughput are not directly related, especially on high-speed networks. Several issues get mixed together that
confuse bandwidth and throughput. That is, a high bandwidth network is an essential condition, but not the only condition
for high throughput. For example, on afull 1 Gh/s path with 100 ms round trip delay, when available bandwidth is 10%
(100 Mb/s) and most traffic is TCP, a new UDP stream running long enough will gain more than 90% (900Mby/s) total
bandwidth (1 Gb/s). However, if the path is empty (1 Gb/s is available), an un-tuned TCP stream may only achieve 100
Mb/s throughput. Therefore, besides giving current available network bandwidth, a network measurement tool needs to
tell how to maximize throughput to utilize this available bandwidth. If the current system configuration cannot achieve
this goal, the tool needs explain why and how to improveit. Thisisthe main goal of this project.

Additionally, this project is expecting to discover related network issues during the bandwidth algorithm research and
development.

Technical Challenges

Creating a correct network model and developing algorithms for accurately measuring bandwidth is difficult.
Educating people to understand that different system characteristics can be more critical to the performance than the
available network bandwidth is even more difficult. Without a full understanding what and where the problem is, and
people will not be able to find a solution for improving the performance.

The first task in this project is to develop algorithms to measure network bandwidth, especially available bandwidth,
accurately and in anon intrusive way. Thisis atacitly difficult problem.

The next challenge is how to implement the algorithms properly so as to build a measurement tool. Also, for such a
measurement tool to be useful, it must be deployed and operated in a production environment. This means that the
installation and operation must be as easy as possible, and the tool should be available to all commonly used hardware and
UNIX operating systems. That is, it needs to be run on generic hardware without specific modification. Ideally, using the
measurement tool does not require any network expertise, and its results should be easy to interpret. It should just
download and run.

System Design Issues
System related issues occur at both hardware and user memory
software levels. Figure 1 shows a data path on a generic o
hardware system. The main bottleneck in current Memory bus 2 ¢ time = 2 cycles
systems is at the memory and 1/O sub system. Figure 1 kernel memory
shows the data path for sending data from user memory I
to the NIC. For a system equipped with a 64-bit/66MHz 2
PCI bus, if the memory bus is 266 MHz, the total time PClbus & time = %wwcles
needed to transfer data from a user buffer to the NIC is 6 Network NIC
memory cycles: the two fixed cycles plus four memory -
cycles per bus cycle (266/66). However if the memory

bus is 533 MHz, then 10 cycles are required (2+533/66). _ . _ .
The generic formula for calculating the 1/0 throughput Figure 1. Re'att'O”Sh'P betweben go.gt%”dw'dth and
from memory and 1/0 buses frequency is: system memory bandwi

MemoryBandwidth ~ _ MemoryBandwidth

| Gthroughput = (PCI + Memory x 2)cycles. MemoryClock +2 @
10BusClock
Bandwidth Estimations and Its Applications 2

Lawrence Berkeley National Laboratory



In a real example,VIA 868 PCI controller has133 MHz memorybus, andit producesl44 MB/s memory copy
bandwidth(288 MB/s memorybandwidth).The newer generationVlA PCI controller (VT400) has400 MHz memory
bus,andproduces326 MB/s memorycopy bandwidth(652 MB/s memorybandwidth) Both systemshave 32-bit/33MHz
PCI bus. Using equation(1), the VIA 868 basedsystemcan have maximum384 Mb/s (48MB/s) network throughput,
whereVT400 basednotherboaraanonly have 369 Mb/s of network throughputeventhoughthe new PCI controllerhas
much higher memory bandwidththan the old one. In fact, VT400 basedmotherboardonly had 300 Mb/s network
throughput,where the older motherboardcan achiese higher throughputby using the sameNICs (network interface
cards).Therefore we canseethatsimply increasinghe memoryclock speeddoesnot necessarilyesultin anequialent
increase in the data transfer rate from user space to the NIC.

Anotherissueis systemcalls and getting timestamp

informationvia systemresources?l_’ablel lists the time Table 1: Syscall timefor some O.S.

to perform a systemcall on various O.S. platforms
runningon variousCPUs.Thetime to performa system
call affectsthe outgoingpaclet pacingandthe accurag
of getting timestampsfor incoming paclets. This is | Solaris 2.8 333MHz Spar¢ 348 ns 8400 ns
becausehe gettingtimestamprostis atreadingthe CTC
(TSC)ratherthanat the systemcall API — gettimeofday | Solaris 2.7 400MHz Spar¢  278-295 ns 5300 ns

gettimeofday | read/write

[10]. Therefor_e,timestampinq)aclets insi_det_he kernel AIX RS 6000 > 3000 ns 8500 ns
doesnot provide better accuratethan doing it at user
level. IRIX 2.6 175 MHz 1P28 7946 ns 28162 ns

Many high-speedNICs, including the SysKonnect
card, provide an interrupt moderation feature, also
known asinterruptcoalescencingor delayedinterrupt), Mac OS X 1GHz G4 1937 ns 2043 ns
whichbundlesseveralpacletsinto asingleinterrupt.The
idea is that the NIC, on receiptof a paclet, doesnot
automaticallygeneratean interruptrequestto the CPU to processhe dataand releasebuffers for the NIC to get more
paclets.Instead theinterruptis delayedfor up to a given amountof time (the interruptmoderationperiod)in hopesof
other packts arwing during that time can be sex/by the same interrupt.

Table2 shavs how interrupt coalescingaffects CPU .
utilization, thusincreasinghe network throughput. TCP/IP Table 2: CPU utilization affected by 1/0

BSD/OS 526 MHz PII 10877 ns 11357 ns

pacletsare 1500bytesfor all measurement&rom Table2 interrupt
we seethat the receve hostneeded2% of the CPU with
i i i . . %
default interrupt Qelay se_ttmgsfor the network interface interrupt delay time CF?U %cPU | Throughput
card(NIC). After increasingthe interruptdelayfrom 64 to (coalescing) Interrupt Mbs
300 pis, the CPU usageis droppedto 72% dueto the fact IDLE
that fewer interruptsare generatedThis meansthat the -
. 64 ps interrupt delay for
CPU has more time to processegaclets, so throughput Intel copper GigE (PCI/66)| 0 92 277
increased 85.9%. _ | +Intel P4 Xeon 3 GHz CPL
If thesesystemissuesarenot consideredn engineering
design for implementing measurementlgorithms, they 300us interrupt delay for 1 72 515
will introduce errors into the measurementresults above configuration

regardless of ha accurate the algorithms are.

Milestones and Dealerables

Year 1: (10/01 - 10/02)

Research anduild a suitable netark model for &ploring network measurement algorithms

» Define what useful netwk characteristics that the tool(s) will measure

* Investigate and test hardwe characteristics thatfaft measurement algorithm implementation

» Investigate characteristics of é#frent operating systems onfdient hardware platforms

» Design algorithms for detecting and measuring system capabilities

» Do architecture design fouldding measurement infrastructure that withrkk on multi-platforms

» Do engineeringlesignfor implementingmeasuremerdf achiezablethroughputoptionalnumberof parallel TCP
streams [6]

» Design and implement throughput measurement algorithms
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Year 2: (10/02-10/03)
» Design algorithms to measureadlable bandwidth and pkical bandwidth based on themeetwork model
» Design algorithm for estimating number of parallel TCP streams instead of directly measuring it
* Investigate and test up-to-date hamw and preide results to public users
» Do engineer design for implementing bandwidth measurement
* Implement system capability detection and measurement
* Implement bandwidth measurement for end-to-end measurement
» Test netestwer different network and ‘erify the accurate via emulation nettk and ESnet
» Disseminate the achiement and ne tools for people to use
* Incorporate ne tools into other measurement infrastructures.

Year 3: (10/03-10/04)

« ExperimentFAC? (feedbackadaptie control and feedbackasymptoticcorvergence)algorithm for hop-by-hop
measurement

» Test algorithms and tool on morefdifent netvark paths

« Continue to disseminate the higli@gént bandwidth measurement tool

« Continue to imestigate and test up-to-date hammw and praide information to the public

«+ Researclon integrateFAC? algorithmandmaximumburstsize(MBS) theoryinto network protocolfor building a
better protocol in utilizing the high delay bandwidth product netw
Note: This projectis incorporatedvith the Net100project,andis usedby Net100to measuréandwidth,achievable
throughput and to detect the bottleneck along end-to-end paths.

Project ProgressolDate

Currently this project has completedthe network model, mathematicalalgorithms, hardware and software
architectureand software engineeringdesigns;,completedmplementatiorof the comprehensie measuremengoftware
for measuring follwing network characteristics for end-to-end paths:

» bandwidth (sailable and pisical)

» achievable throughput — the best throughput applications can reach

» system limitation — where is the bottleneck along the end-to-end pathdéhe netwrk

* maximum lurst size — the criticakfictor afecting the netwrk bandwidth utilization — maximum paets trans-

ferred in one brst without causing loss

e round trip delay

» number of parallel TCP streams for impirg TCP performancever long delay bandwidth product paths

* network status

» recommendation for application performance inveroent

The tool is called — netest (ision 2) is &ailable for multiple platforms.

This project has some significant contitibns to the future netwk development and measurement:

(1) Fluid SprayEffect: this is the theory usedfor detectingcongestionand passingthroughthe congestionpoint,
where packts can be separated in distance, to measure bandwidth.further

(2) Maximum burstsize(MBS) theory:this is animportantconcepto avoid paclet dropin the network. It is critical
to both bandwidthmeasuremerdandnetwork transmissiorprotocol. The maximum burst size is determineddy the queue
sizeof thebottleneckrouterandby the currentnetwork traffic atthatrouter Notethatotherfactorssuchastraffic shaping,
policing, or QoSmay causesuchqueueingpehaior. This canrestrictthe effective bandwidthwhenit is small. So,MBS is
also called asffective queue size. The follaving example depicts he MBS significantly afects throughput.

This exampleillustratesthatif MBS is smallerthanBDP (bandwidthdelay product),it will reducethe effective path
bandwidthfor normaloperation.In this example,the maximumthroughputwas reducedto one half of the capacity If
applicationsor operatingsystemsare not aware of this issue,they cannotutilize the available bandwidthandwill cause
congestionwhich degrades network performance.MBS is also critical to the paclet train method for network
measuremenflhatis, the maximumtrain lengthmustbe lessthanthe MBS; otherwise the train’s tail will be dropped,
causing probedilure. Hav long the train should be configured depends ondhation of the cross triif.

This exampleusesa pathwith 100msroundtrip delay(RTT), while thebottlenecKink is 1 Gb/s.In orderto maximize
TCP throughput, TCP needs to set congestion wirtdahe bandwidth delay product (BDP)

0.1sx 10%/s = 100Mbits = 12.5MBytes
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If the MBS is 1 MB due to the average cross traffic, the TCP congestion window will be limited to 1 MB because any
burst larger than 1 MB will cause packet loss when cross traffic exists, which is almost always true. The maximum TCP
throughput then will be

1MB x 8bits/Byte
0.1s

UDP throughput also depends on the burst size and rate of the traffic. 1 MB effective queue implies that the maximum
burst duration (at line speed, 1 Gb/sin this case) for both probe traffic and cross traffic to avoid overflow is:

MBS _ 1MB
LineSpeed 1Gb/s

= 80Mb/s

= 8ms

because when a burst leaves the previous router, it will travel at link (line) speed. Since we can characterize all crosstraffic
as one aggregated stream, each stream (aggregated cross traffic and measurement traffic) has minimum 8 ms safety burst
period (for router to drain two 1 MB bursts in average according to the effective queue size) to not overflow the smallest
gueue on this path. Without knowing how to control the burst, UDP throughput will vary depending on how many cross
traffic bursts have a duration longer than 8 ms (exceed 1MB in length). The more big bursts of cross traffic, the lower the
UDP throughput will be.

(3) FAC? (feedback adaptive control and feedback asymptotic

convergence): this is the algorithm that can accurately measure Table 3: available bandwidth results

available bandwidth in five (5) round trip time with very low .
intrusiveness. It can also analyze the cross traffic, thus to estimate | Utilization net est Accuracy
bottleneck router’s physical bandwidth and average queue size. This | %0 (10ss %) Mbf/s (%)
algorithm has been mathematically proven to be accurate and LBNL - - -
has filed patent protection on it. This algorithm is also critical to Gige typical measurement duration
. . . network (require longer duration)
building areliable network transmission protocol. MTU = 9K
2.4 - 6.5 seconds

Results: 50~100 tests <including MBS measurement>

Since there is no enough space to do mathematical proof
[LBNL-53165] on al theories and algorithms used in netest — a 0(0) maximum throughput: 851 [10]
comprehensive tool for measuring important characteristics between
end hosts including network bandwidth, Table 3 provides physical 10(0)
proof on how accurately netest can measure available bandwidth on 20 (0) 791.0 - 791.2 98.875
a1 Gb/s emulation network provided by CAIDA[11]. The emulation
network topology can be found at [15]. Netest is able to measure 30(0) 690.0- 691.0 98.643
available bandwidth up to 4 Gb/s based on current on-shelf hardware 40 (0) 598.5 - 599.0 99.750
from market.

50 (0) 502.5-502.9 99.420

Related Work 60 (0) 403.8 - 4039 99.025

Several active network bandwidth and throughput measurement
tools are currently available. Often tools for bandwidth 70(0) 306.4 - 306.6 97.833
measgrement are pathchar [4][14] and pathload [7]. A numt_>er of 80 (0.02) 210-211 (7.89 sec.)
toolsis good for measuring the throughput, such as netest version 1, 205 (11.9 sec.) 97.500
netperf [13] and iperf [12].

Pathchar is a tool measuring physical bandwidth (capacity). It | 90 (0.01) 113-115 (15 sec))
has an outstanding algorithm that can use a ow NIC to measure a 102 (26 sec.) 98.000

high-speed network capacity. The issues of this agorithm are: (1) it
needs long time to get result; (2) due to the maximum data size is limited to the one MTU (maximum transfer unit,
typically 1500 bytes), its accuracy is only valid for link speed of 200 Mb/s or less.

Pathload is atool to measure available bandwidth. Its algorithm theoretically can measure available bandwidth fairly
accurately if bisection method is applied properly. The current implementation lacks of engineering design on hardware
and operating system related issues, so it only works for NICs that are OC-12 and lower. All Gigabit NICs have interrupt
moderation which pathload cannot currently handle.

I perf is acommon tool to measure throughput because it is flexible and easy to use. Netperf is another similar tool.

Netest version 1 isthefirst tool that uses MBS and non intrusive mechanisms to measure throughput. It is also one of
the first tool to do diagnosing of network problems, such as how packets are dropped.
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Publications

e G.Jin, G. Yang, B. Crowley, D. Agarwal, Network Characterization Service (NCS), HPDC-10 Symposium, Bgust
2001, LBNL-47892

¢ Guojun Jin, Algorithms and Requirements br Measuring Network Bandwidth, LBNL technical r eport, Jan. 2003,
LBNL-48330

e G Jin, B Tierney, Netest: A Tools 0 Measue the Maximum Burst Size, Aailable Bandwidth and Achievable Through-
put. ITRE, Aug. 2003, LBNL-48530

¢ D. Agarwal, J. M. Gonzalez, G. Jin, B. Terney An Infrastructur e for Passve Network Monitoring of A pplication Data
Streams, 2003 Bssve and Active Measuement Workshop, LBNL-51846

¢ Guojun Jin, Feedback Adaptive Control and Feedback Asymptotic Conergence Algorithms br Measuring Network
Bandwidth, Submitted to InNfoCOM 2004, dily 2003, LBNL-53165

* G Jin, B Tierney, System Capability Effects on Algorithms ér Network Bandwidth Measurement, IMC, Oct. 2003,
LBNL-48556

Future Work

The tasks left for the 3rd year of the project are:

» Disseminate netest to theorld so that users can start to use it to understand the isteamgfnetvork perfor-
mance.

+ Experiment hop-by-hop measurement \AeCE algorithm.

«  Shaw how FAC? andMBS is critical to the next generatiometwork transmissiorprotocolandhow to build anew
network transmission protocol.

» Find partner(s) who ant to do collaboration on deloping and bilding nev network transmission protocol.

Interactions

This project is working closely with the Net100 project in determiningwhat characteristicsapplicationsand
developersneedto know; in developingtools to measurghosecharacteristicsin testingtools; andin determiningand
testing the hardware requirementfor building testbeds.The hardware information is also usedfor the Bro intrusion
detectionsystemand SCNM developmentWe areworking closelywith SCNM, ESNetandORNL networking engineers
to testnetestandto track down networking problemsusing netest We have beenworking closelywith Jiri Navratil and
LesCaottrellat SLAC for intensiely testingnetestn PingER ,andworking closelywith MargaretMurray, Kimbley Claffy
andGrantDuVall at CAIDA for evaluatingmeasuremerbolsandverify their accurag. We have alsobeenworking with
Constantine Darolis and Manish Jain at Gepa Tech doing bandwidth measurementalepment.
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